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# Inleiding

in dit verslag wordt onderzoek gedaan naar het antwoord op de volgende deelvraag:

”In welke mate kan een X.A.I. (Explainable Artificial Intelligence) gemaakt worden zodat duidelijk wordt waar de A.I. resultaten op baseert?” Dit onderzoek zal zich bezig houden met het uitzoeken hoe XAI kan toegepast kan worden in de huidige casus.

XAI (eXplainable Artificial Intelligence) is een technologie die een voorspelling nauwkeurig kan verklaren, dit is bedoelt zodat mensen het begrijpen en vertrouwen*. (“Krijg vertrouwen in kunstmatige intelligentie met Explainable AI (XAI)”, z.d.)*

In dit verslag wordt duidelijk of X.A.I. kan worden toegepast in de huidige casus om het uiteindelijke product duidelijker en vertrouwelijk te maken. Er wordt uitgezocht welke frameworks kunnen helpen met de vraag hoe een A.I. tot zijn keuzes komt.

# 

# Onderzoeksaanpak

## Doelstelling

De doelstelling is om antwoord te krijgen op de deelvraag door aan de hand van dit onderzoek met verschillende frameworks demo’s uit te werken. Deze moeten ertoe leiden dat duidelijk wordt hoe dit framework werkt en of deze goed te gebruiken is voor het realiseren van een uiteindelijk prototype. Als het niet mogelijk is voor de groep om een X.A.I. te programmeren is het lastig te begrijpen en te vertrouwen waarom een A.I. adviezen geeft voor de negatieve factoren op de slagingskans van een student.

## Doelgroep

De doelgroep voor dit onderzoek bestaat uit meerdere groepen. Als eerste is de doelgroep het projectteam. Voor de het hele team moet duidelijk worden waar een A.I. zijn resultaten baseert zodat het voor het team duidelijk is of de A.I. op de juiste manier is ontwikkeld. Wie ook onderdeel zijn van de doelgroep zijn de begeleidende docenten van het project team. Voor hen moet het duidelijk zijn of de groep op de juiste manier onderzoek doet en hoe ze tot hun resultaten en besluiten zijn gekomen voor het ontwikkelen van het uiteindelijke product.

## Onderzoeksmethode

Het onderzoek zal worden gedaan aan de hand van een bibliotheek onderzoek(“Categorie:Bieb - HBO-i-methoden-toolkit”, 2015). Met dit onderzoek worden verschillende frameworks onderzocht en gekeken of deze geschikt zouden zijn om een X.A.I. te ontwikkelen die meer inzicht geeft waarom een de A.I. een advies geeft over een student.

# 

# Resultaten

## Frameworks

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Framework | Community grootte | Documentatie | Programmeer  taal | geschiktheid project |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |

## Algoritmes

# Conclusie

# Bronnenlijst
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